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Abstract. Among the several issues that have to be faced for the simulation of the filling stage
of a Reaction Injection Molding (RIM) process, the surface-tracking problem is one of the
most challenging. In this paper, the equations of fluid motion have been discretized using a
finite-volume method and the resulting system has been solved using the SMPLER algorithm.
The surface is captured using the Volume-of-Fluid method (VOF) which has been
implemented using a high order upwind-TVD scheme that conserves the sharpness of
interface. The numerical code has been tested against a benchmark solution for the backward
facing step problem. Results for square-cavity filling for two systems (oil-water and air-
water) have been obtained that show the capability of the numerical code to predict fluid
entrapment and incomplete mold filling.
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1. INTRODUCTION

Reactive Injection Molding (RIM) is the process in which monomers are injected in a
mold where chemical reaction will take place in order to product a plastic (polymer) that has
the desired shape. Comparing to the injection of a polymer melt, this process needs much
lower injection pressures during the mold filling stage. The polymerization systems that are
adequate for such process are those with a very fast reaction rate. This large reaction rate
provokes huge variations of bulk viscosity, temperature and composition, and moderate
changes in density. Due to these severe conditions, the formation of more than one phase
during the filling stage is also possible.

There exist several problems in achieving a good simulation of a RIM process, but in
this paper only one is considered: the fluid dynamics prediction and surface tracking during
the mold filling process. For this goal, computational fluid dynamics has been used to develop
a numerical code that is capable of predicting the interface topology and the effects of fluid-
fluid interfaces. Such code can be used as a mold design tool.



An important issue in the method of capturing a moving interface between two
immiscible fluids is to work on the same Eulerian mesh used to solve the fluid flow equations
for both fluids. Thus, the two fluids are modeled as a single continuum with property jumps at
the interface. According to the volume-of-fluid (VOF) method, different values of a color
function are used to mark the individual fluid particles. Therefore, the fluid-fluid interface is
defined by the transitional region between these two values of the color function. The
interface propagation is then obtained through the solution of a transient scalar advection
equation in the Eulerian mesh. The numerical diffusion and oscillation problems, which are
inherent to the solution of hyperbolic equations like the color function equation, have been
addressed through the usage of a high order TVD-scheme. The conservation equations for
mass and momentum have been solved by a finite-volume method using the SIMPLER
algorithm, but surface tension effects at the interface were not included in the analysis. The
fluid dynamics part of the code has been tested against a benchmark solution for the
incompressible fluid flow over a backward-facing step. Then the code has been used to
simulate the filling of atwo-dimensional square mold, initially with oil or air, with water.

2. FLUID DYNAMICS EQUATIONS

The mass and momentum conservation equation for a pseudo-single-phase Newtonian
fluid, with variable density and viscosity, are presented below in a dimensionless form.
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and t isthe time, x and y are the spatial coordinates, p is the density, i is the viscosity, u is the
velocity component in x direction, v is the velocity component in y direction, p is the pressure,
g is the body force in i direction, Din is the inlet width and vmed is the mean inlet velocity.
Prei € Ures refer to theinlet fluid properties (fluid 2).

After applying a finite-volume fully implicit discretization on a staggered grid using the
power-law scheme, the solution has been achieved using the SIMPLER scheme (Patankar,
1980).

3. NUMERICAL MODEL VALIDATION

A backward facing step (BFS) benchmark (Gartling, 1990) has been used to verify the
fluid-dynamics part of the developed code. The problem geometry is given in Fig. 1-a. Inthis
simulation, the value of the Reynolds number (Re.«), based on the inlet width (Din), was 400
(800 in the benchmark). All simulations that have been done had the inlet velocity given by a
parabolic profile of the vertical velocity component, as can be seen in Eq. (10).

v(x) = AHB - x)(x—C) (10)

valid for B < x < C. For the benchmark simulations, A =2400, B = 0.05 and C = 1.0, giving
vmed = 1. The pressure at outlet boundary was set to zero and the velocities continuity
conditions were adopted at this position due to the large aspect ratio used (LY =30LX ). The
non-slip condition has been used on all solid walls. Figure 1-b shows the flow field through
the calculated streamlines. It is important to note that our results came from a dynamic
simulation while the benchmark solution solves the steady-state equations. Figure 2 compares
the results obtained for an 80 x 160 grid and those given by the benchmark solution at two Y
positions. Good agreement is observed.
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Figure 1- Benchmark geometry (&) and streamlines of the calculated velocity field (b).
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Figure 2- Comparison between benchmark and calculated results.

4. INTERFACE CAPTURING METHOD

Existing methods for the computation of free fluid-fluid interfaces can be classified into
two groups (Ferziger & Péric, 1997): surface fitting and surface capturing methods. For the
methods in the first of these categories, the interface is represented and tracked explicitly
either by marking it with special marker points, or by attaching it to a mesh surface which is
forced to move with the interface. For the methods in the second category, the fluids on both
sides of the interface are marked by either massless particles or an indicator (color) function.

The method used in this paper belongs to the second category, and was first used by
Hirt & Nichols (1981). In the volume of fluid (VOF) method the advection of the color
function F, given by Eq.(11), has to be solved. The F values are stored at in the staggered
finite-volume grid similarly to pressure.

6_+ Re, [ G3L+ Re,« V dL 0 (11)

For a given volume, F is equal to O when the volume has no inlet fluid (in other words, only
fluid 1 is inside the mold), but it is equal to 1 when the volume is completely filled with the
inlet fluid (fluid 2). The interface has F-values between 0 and 1. The dimensionless physical
properties of the pseudo-single-phase fluid throughout the mold are given by
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Hirt and Nichols (1981) had solved Eg. (11) using a carefully limited donor-acceptor
scheme. For each time step, this equation is solved explicitly and, in sequence, mass and
momentum conservation equations are solved by the equation-by-equation iterative solution
of SIMPLER. This methodology simplifies very much the capture of the interface, but
numerical diffusion, which occurs due to the nature of Eq. (11), rule out the usage of first-
order discretization methods. Higher-order methods decrease the effect of numerical diffusion
but lead to numerical oscillations. Both are undesirable, because numerical diffusion spreads
the interface destroying its sharpness, while numerical oscillations cause the accumulation or
depletion of F in one cell far outside the defined [0,1] range. Several methods have been
developed in order to solve the scalar advection problem with little numerical diffusion or
oscillations. One of the most successful classes of methods was that based on Total Variation
Diminishing (TVD) schemes.

5. TOTAL VARIATION DIMINISHING SCHEMES

A good summary of TVD schemes is given by Sweby (1984). It was Harten (1983) who
has introduced and named such methods. Hannapel (1994) describes a numerical method as
TVD if Eq.(14) is valid for scalar conservation laws. £ is the transported variable and its total
variation is defined in Eq. (15).
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Chakravarthy & Osher (1985) described one-dimensional second- and third-order
accurate TVD schemes with low truncation error. These schemes were used to solve
advective equations, like Eq.(11), and systems of conservation laws (Euler equations). The
construction of multidimensional algorithms is straightforward through the application of one-
dimensional method coordinate-by-coordinate. However, Goodman and LeV eque (1985) have
proved that there is no multidimensional TVD scheme, but Chakravarthy & Osher (1985)
have shown that numerical results are extremely good. Chen et al. (1996) has applied this
scheme to atwo-dimensional spray atomization problem, obtaining good results too. Based on
its simplicity and good results the Chakravarthy & Osher (1985) third-order scheme has been
used in the present work.

The explicit discretized form of Eq.(11) is given by Eq.(16). The F-fluxes at the faces of
the volumes are determined using the upwind-TVD scheme. For example, for east face, the
flux is given by Egs. (17) to (26). In these equations the index P means position (i, j), E
position (i +1, j), e position (i +1/2, j), ee postion (i +3/2, j), w position (i —1/2,j), n
position (i, j +1/2), s position (i, j —1/2) . When y equals 1/3 and [ equals 4 these equations
correspond to a third-order upwind scheme. Equation (18) represents the flux given for the
Engquist-Osher first-order scheme for the present flux function (Osher & Chakravarthy,
1984). The minmod function is defined by Eq. (24) and used to define the limited fluxes given

in Egs. (20)-(23). The flux limitation is responsible for avoiding numerical oscillations in the
solution. The fluxes for the other faces are obtained by obvious changes of subscripts.

Fp = Fp —Rerg 5@” = Eﬂg;— Fu) , Ve [q';'(_ Fo)o (16)



UpFe=UyF 1 =fe+h (17)
+

fe=f 1= max[0,U |F, — ma0,-U,] F4q (18)
2
e =3 @q)e ~do,, - vHio, ~da, %r %ﬂf o Eryiip, ~doy, % (19)
do,, = minmod(des , Bdeyy) (20)
dg,, = minmod(day,, gL (21)
dg, =minmod(dy; , Adpz) (22)
d@g = minmod(deg, Bdes ) (23)
minmod (a, b) = sign (a) fmax{0, min|Jal, bsign (a) ]} (24)
dgd =dgi,s =Uy R = Fi) ,Uk>0 (25)
dge =dg, 1 =Uy {Fss —Fi) U0 (26)

Boundary conditions for this equation are obvious: every cell before inlet volumes is
considered to be full of fluid 2 (F = 1), and all cells after the outlet are considered to be full of
fluid 1 (F = 0). Inthe beginning of the filling process, the mold is filled with fluid 1 (F = 0).

In this section, all the equations refers to a discretization of Eg. (11) in its non-
conservative form. This is due to the characteristics of Osher & Chakravarthy TVD scheme
which shows large error accumulation if one uses the conservative form.

6. SSIMULATION RESULTS

All the simulations presented in the following have been obtained for the filling of a
square mold with one inlet and one outlet, as shown in Fig. 3 (LX = LY). In this figure, Din
and Dout are, respectively, the inlet and outlet lengths. They both equals 25 mm. Dimensions
LXD and LYD equals 0.1 m. The inlet parabolic v profile is given by Eq. (10) with A =240, B
= 0.05 and C = 1.0, which corresponds to a average inlet velocity of 0.1 m/s. The outlet
velocity field is easily determined from the mold geometry, global mass conservation and Eqg.
(10). The velocities at all other walls are zero (non-slip condition). The mold is considered to
be full of a fluid 1 that is displaced by fluid 2. Fluid 2 is water, but fluid 1 is oil or air,
depending upon the case. Initially, the fluid inside the mold is at rest. The physical properties
of the fluids are summarized in Table 1. For the air-water simulation, a convergence problem
has appeared in the fluid-flow solution algorithm, which is caused by the large density
difference between the two fluids (three orders of magnitude). The SIMPLER algorithm has



been developed for moderate changes of the fluid density, and the present implementation is
able to smulate mold filling with p,/p; only up to 100.

Simulations using different ratios between fluid densities (up to 100) have shown that
the flow behavior of the outlet fluid is somewhat affected as the density ratio changes.
However, these same simulations have shown that the density ratio effect on the flow results
for theinlet fluid is very small which has allowed the prediction of the filling behavior using a
different density ratio when this was necessary to avoid numerical difficulties. Thus, for the
air-water case, the densities of both fluids have been considered equal. For al simulations, a
56 x 56 grid has been used, because simulations using finer grids have shown that this grid
gives fair accurate results.
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Figure 3- Two-dimensional rectangular mold.

Table 1- Physical properties of the fluids.

- p m
Fluid —m®  (Pag

Water 1.0x 10° 1.0x 10°
Oil 885 0.486
Air 1.2 1.8 x 10°

Figures 4 and 5 shows the velocity and pressure fields after 2 s of filling for the two
systems studied under Re¢ = 2500. In Fig. 4, however, it is possible to verify that the
growing vortices are much more developed in Fig. 5. It is thus clear that the system air-water
develops these fields much quicker than the oil-water system. These results were expected
because the oil viscosity is much larger than air viscosity.
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Figure 4- Velocity and pressure fields for oil-water simulation (Re« = 2500,t= 2 9).
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Figure 5- Velocity and pressure fields for air-water smulation (Re« = 2500, t = 2 3).

Figures 6 and 7 show the interface topology after 2 s. From these figures, it is clear that
water has great difficult to enter the mold filled with oil, but moves almost freely through the
mold that contains only air.

Figure 8 shows the interface position for the water-air system after 3,5 s of filling. The
same filling pattern is observed for the oil-water system after 10s. Due to the vortices formed
near the top-right and bottom-left corners of the mold, it becomes impossible to fill the chosen
mold. This geometry has been chosen on purpose to show that the developed code can be used
as amold-designing tool.
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Figure 6- Interface position for the oil-water system (Re = 2500, t= 2 9).
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Figure 7- Interface position for the air-water system (Re = 2500, t= 2 9).
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6. CONCLUSIONS

This work develops a numerical code capable of simulating the mold filling process of
rectangular two-dimensional cavities. The fluid dynamics part of the code was tested against a
benchmark solution for a backward-facing step, with good agreement. Simulations of the
mold filling process have been accomplished for oil-water and air-water systems. A limitation
of the code for very large density ratio is verified and avoided in the air-water simulations.
The results have shown that this code can be used as a tool for mold design.
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Figure 8- Interface position for the air-water system (Re¢t = 2500, t= 3.59).
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